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OUR FRAMEWORKPROBLEM

Intuitively editing the appearance of 
materials, just from a single image, is a 
challenging task given the complexity and 
ambiguity of the interactions between light 
and matter. 

This problem has been traditionally solved by 
estimating additional factors of the scene like 
geometry or illumination, thus solving an 
inverse rendering problem where the 
interaction of light and matter needs to be 
modelled.

We present a single-image appearance 
editing framework that allows to intuitively 
modify the material appearance of an object 
by increasing or decreasing high-level 
perceptual attributes describing appearance 
(e.g., glossy or metallic). Our framework uses 
just an in-the-wild image as input, where 
geometry or illumination are not controlled.

 

We introduce a novel framework that relies on an encoder-decoder architecture G that encodes the image x, and 

manipulates the latent space z together with the target attribute attt to generate the edited image y. A high-level 

overview of our framework is shown in Figure 1. The STU architecture, illustrated in Figure 1, is a variant of the GRU [1,2] 

and allows encoder-decoder architectures to keep the relevant information of the input image in the edited output when 

manipulating the latent space z. Given the feature map of the lth encoder layer denoted by fl
enc , the STU cell outputs an 

edited feature map ft
l , as is shown in Figure 1. Each STU cell receives information from the previous cell via a feature map 

ŝl+1 (also called hidden state), which also contains information of the target attribute attt . The STU updates its internal 

hidden state denoted as sl and sends this to the next STU cell.

Figure 1: (a) High-level overview of our framework. Our generator G is composed of an encoder Genc and a decoder Gdec . It is capable of editing the input image x according to 
the target attribute attt to generate the edited image y. (b) The architecture of a single STU cell. As an input, it takes the feature map of the current layer f l

enc and the hidden 
state of the previous cell ŝl+1 . It outputs the updated hidden state sl and feature map ft

l . 

TRAINING SCHEME

We adopt the adversarial training proposed by He et al. [3] and 
introduce a GAN model where the discriminator D has two 
branches Dadv and Datt . Dadv consists of five convolution layers 
to predict whether an image is fake (edited) or real. Datt shares 
the convolution layers with Dadv and, instead, predicts the high-
level attribute value attt . Figure 2 shows a high-level scheme 
of our framework during training.

We leverage the dataset of Delanoy et. al [4], designed for 
material appearance perception tasks. The dataset has 45,500 
images of single-object scenes. (13 geometries × 100 
materials × 7 illuminations × 5 views). Figure 3 shows few 
examples of images present in the dataset. 

Figure 2: Training scheme of our framework. The gray block represents our generator G, 
and the discriminator branches Dadv and Datt are illustrated by the purple and yellow 
blocks, respectively. Pointed arrows denote the parameters used as input for the training 

Figure 3: Five scenes of the geometries present in the training dataset with different 
materials under different illuminations.
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RESULTS

Our approach learns to edit perceptual 
cues properly while objects’ shape 
remains unchanged (Figure 4). We 
compare our results against the 
method of Delanoy et al. [4]. We show 
results editing the input using a 
different target perceptual attribute.

Since the method of Delanoy et al. also 
needs the normal map as the input, we 
evaluate in-the-wild photographs with 
their estimated normal map (using 
Delanoy et al. estimator), and synthetic 
images with a perfectly normal map. 
Our method does not need the normal 
map as the input.

In Figure 4 we can see a comparison 
between the edited images by our 
method and the one by Delanoy et al. 
[4]. Our approach learns to edit 
perceptual cues properly while objects’ 
shape remains unchanged. The 
material appearance edits from 
Delanoy et al. [4] strongly depend on 
the shape of their estimated normal 
map [4]. This causes geometry details 
that are not present in the normal map 
not to be present in the edited image.

Figure 5: Comparison editing the glossy attribute using the method of Delanoy et al. [4] 
and our framework for two in-the-wild photographs. Our framework only requires the 
photograph as the input while the work of Delanoy et al. needs to estimate the normal 
map. We can see how our method better recovers the glossy appearance of the object 
when edited. Besides, it is able to recover better high-frequency details. The “+” and “-” 
indicate whether the target high-level perceptual attribute increased or decreased.

Figure 4:  A sample of the real photographs edited by our framework without 
suplementary information of the scene. The “+” and “-” indicate whether the target high-
level perceptual attribute increased or decreased. 
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